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Citywide Traffic Volume Estimation
Using Trajectory Data

Xianyuan Zhan, Yu Zheng, Senior Member, IEEE, Xiuwen Yi, and Satish V. Ukkusuri

Abstract—Traffic volume estimation at the city scale is an important problem useful to many transportation operations and urban
applications. This paper proposes a hybrid framework that integrates both state-of-art machine learning techniques and well-
established traffic flow theory to estimate citywide traffic volume. In addition to typical urban context features extracted from multiple
sources, we extract a special set of features from GPS trajectories based on the implications of traffic flow theory, which provide extra
information on the speed-flow relationship. Using the network-wide speed information estimated from a travel speed estimation model,
a volume related high level feature is first learned using an unsupervised graphical model. A volume re-interpretation model is then
introduced to map the volume related high level feature to the predicted volume using a small amount of ground truth data for training.
The framework is evaluated using a GPS trajectory dataset from 33,000 Beijing taxis and volume ground truth data obtained from
4,980 video clips. The results demonstrate effectiveness and potential of the proposed framework in citywide traffic volume estimation.

Index Terms—Urban computing, traffic volume estimation, trajectories, traffic flow theory

1 INTRODUCTION

TRAFFIC volume is a central traffic state measure that has
a wide range of applications. For example, the citywide
traffic volume pattern is often used as the basis for transpor-
tation and urban planning. Local transportation agencies
also need real-time volume information to perform inter-
ventions on traffic, e.g., alter traffic signal timing or close
certain road, in order to react to severe congestion or emer-
gency events. Moreover, traffic volume serves as the input
data for computing vehicle emission, which is required in
many pollution monitoring systems [1].

Traditional approaches for traffic volume estimation
and prediction heavily rely on data from various road-
based sensors, i.e., loop detectors [2], [3], [4], [5] or surveil-
lance cameras [6], thus mainly applicable to major road
sections or limited-scale road networks. In many of these
studies, traffic volume measures are directly monitored by
sensors, and the volume estimation or prediction is
achieved using filtering-based algorithms. Other studies
utilize indirect traffic state measures, e.g., traffic density or
speed, to estimate traffic volume using fundamental dia-
grams (FD) of traffic flow [2], [7], [8]. This approach
exploits the intrinsic relationship between traffic volume,
density and speed to perform estimation. The major draw-
back of FD-based approach, lies in the need for calibration
using sufficient amount of traffic data for each individual
road. Also, FD is typically designed for highways and
major arterials and tend to perform poorly on small
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streets. Both of the previous two conventional approaches
require installing a large number of sensors to achieve
network-wide traffic volume estimation, which is neither
cost-effective nor practical. Fortunately, the recent emer-
gence of large-scale data generated by diverse sources in
urban spaces has provided a new alternative for solving
many urban and transportation problems [9], [32], [33].
Using the rich information contained in these big and
heterogeneous data sources, tackling the citywide traffic
volume estimation becomes possible [1], [10], [11], [12].
Estimating citywide traffic volume is a difficult task
involving many challenges. First, due to the high cost of
installing and maintaining road-based sensors, we typically
do not have direct information about traffic volume at a city
scale. Although it is possible to observe the real time traces
from some sample vehicles (e.g., GPS equipped taxis [1],
[11]) or mobile phone users (e.g., social media check-ins [10]
or cellular record data [12]), it is generally insufficient to
infer the detailed traffic volume on each road segment. As
sample vehicles such as taxis only account for a small fac-
tion of the total traffic and lack representativeness of the
overall traffic. Moreover, the real-time GPS trajectories from
sample vehicles cover only limited proportion of the net-
work, which lead to serious data sparsity issue that cannot
be simply solved by interpolation [13] or using historical
patterns [14]. Second, although the network-wide traffic
speed estimation are relatively easy using the large-scale
crowd-based sensing data [1], [15], [16], [17], how to utilize
these speed estimates in volume inference still remains
to be an issue. Clearly, there exists certain relationship
between traffic speed and volume, e.g., fundamental dia-
grams of traffic flow [7], [8]. However, given the lack of
ground truth volume data for each road and the scalability
requirement of the problem prohibit the direct use of
FD-based approaches. Third, many transportation and
urban applications require real-time and citywide traffic
volume estimation, which cannot be addressed by
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traditional approaches. This poses very high requirement
on the scalability and the efficiency of the citywide volume
estimation model.

To address the aforementioned challenges, we proposes
a scalable traffic volume estimation procedure, referred as
TVE. TVE achieves citywide traffic volume estimation using
data from GPS trajectories, road networks, point of interest
(POI) information as well as weather conditions, rather than
relying on traffic data from road-based sensors. This paper
is an extension of our previous paper [1] in which a volume
estimation model is used as an important sub-component to
infer citywide gas consumption and pollution emissions. In
this paper, we further offering following contributions:

e We propose a hybrid framework that incorporates
both the well-established traffic flow theories and
highly scalable machine learning techniques to esti-
mate the citywide traffic volume. This is completely
new compared with [1].

e We propose new methods to extract traffic flow
related features from GPS trajectory data. This incor-
porates prior knowledge from traffic flow theories
and helps to improve volume estimation accuracy.

e We construct new probabilistic graphical models for
learning the volume related high level feature. Com-
pared with the model used in [1], we introduce sepa-
rate graph structures for higher level roads
(highways and major roads) and small roads, and
consider more impacting factors.

e We develop a volume re-interpretation model to
establish the mapping between the learned vol-
ume related high level feature and predicted traf-
fic volume using a small amount of ground truth
data. The new model removes the unreasonable
assumption in [1] that uses normal distribution to
infer traffic volume. We also show that the vol-
ume re-interpretation model greatly improves the
estimation accuracy as compared with the method
used in [1].

e We have conducted a large-scale ground truth data
collection for more comprehensive model testing
and evaluation. We recorded 4,980 video clips from
262 roads in Beijing road network, whereas [1] only
uses data from 358 video clips. Our results shows
that the proposed framework outperforms the
approach in [1] and other baseline methods in terms
of effectiveness. We will release the dataset and
codes along with this paper.

The paper is organized as follows: the next section
presents the preliminaries of the framework; Sections 3
and 4 describe the detailed methodologies for the traffic
speed and volume inference model; Section 5 evaluates
the performance of our method. After reviewing related
work in Section 6, we conclude this paper in the final
section.

2 OVERVIEW
2.1 Preliminaries

Definition 1. A trajectory of a vehicle is a sequence of time-
ordered spatial points T, :py — --- — p,, where each point
has a coordinate and a timestamp t, p = (I, t).
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Fig. 1. A typical fundamental diagram of traffic.

Definition 2. A point of interest (POI) is a venue, e.g., school
and shopping mall in urban environment, which have a name,
address, coordinates, category and other attributes.

Definition 3. A road network is comprised of a set of road seg-
ment {r} connected among each other in a graph format. Each
road segment 1 is considered as a directed edge, which contains
property attributes such as length r.1, class r.c (e.g., a highway
or a street), direction r.dir (e.g., one-way or bidirectional),
speed limit r.lim, the number of lanes r.nl and the number of
connected road segments r.nc.

Definition 4. The traffic volume is the number of vehicles pass-
ing a reference point on a road per unit of time.

Definition 5. The traffic density is defined as the number of
vehicles per unit length of the roadway.

Definition 6. The fundamental diagram of traffic flow is a dia-
gram that characterizes the relationship between traffic volume
(q), density (k) and speed (v) of a road.

Fundamental diagram describes the empirical relationship
between three key measures of traffic flow: volume, density
and speed, which is the core element in traffic flow theory.
FD is first observed and derived in 1930’s [7], and has been
verified in a large number of empirical studies. FD makes
three basic observations of traffic flow: 1) the traffic speed
decreases as the increase of number of vehicles (density) on
a road; 2) when traffic is light (free flow regime), the traffic
volume increases with the increase of density; while under
congested traffic (congested flow regime), both traffic vol-
ume and speed decreases with the increase of density;
3) there exist a phase transition (critical) point separates the
free flow and congested flow regime.

Fig. 1 presents a typical FD for a highway segment,
which comprises three diagrams that capturing speed-
density (V-K diagram), flow-density (Q-K diagram) and
flow-speed (Q-V diagram) relationships. Among all the dia-
grams in FD, the Q-V diagram is of particular interest in
this study. While the acquisition of traffic density data
heavily relies on in-road traffic sensors, the network-wide
road speed can be effectively estimated using many existing
methods [1], [15], where Q-V diagram can provide impor-
tant prior knowledge in estimating traffic volume. There are
three key parameters to specify a Q-V diagram, including
the capacity volume ¢., the critical speed v. and the free
flow speed v,,. The capacity volume ¢. represents the maxi-
mum volume on a road under optimal traffic conditions
and the critical speed v, is the speed that corresponds to g.
on Q-V diagram. Despite the nice functional form of the FD,
it should be noted that the FD of a road is impacted by a lot
of factors and can be drastically different across roads. Thus
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Fig. 2. Overall framework.

FD needs to be properly calibrated for each individual road
segment. Furthermore, FD is typically derived for highways
and major arterials, where the traffic are less impacted by
nearby urban environment. The FD on small streets can be
very noisy or may not exist.

2.2 Framework

Fig. 2 presents the overall framework of this paper. The
framework consists of two major components: travel speed
estimation (TSE) and traffic volume estimation (TVE). The
TSE component contains three parts. First, the GPS trajecto-
ries from sample vehicles are mapped to the road network.
The urban context features related with road network, Point
of Interest as well as course-grained traffic patterns are
then extracted from multiple data sources. Based on the
extracted urban context features, a speed inference model is
used to estimate the mean and standard deviation of road
speeds for the entire network, which serves as the direct
input of road traffic states. The TVE component is the main
focus of this paper, which operates in three steps. First, a set
of traffic flow related features are extracted from GPS trajec-
tories, which help to establish the speed-flow relationship.
Second, the volume related high level feature is learned
from a partially observed Bayesian network using all the
extracted features. Finally, we introduce a volume re-inter-
pretation model to map the volume related high level fea-
ture into the predicted volume using a small amount of
ground truth volume data.

3 TRAVEL SPEED ESTIMATION

3.1 Trajectory Mapping

The GPS trajectories from sample vehicles need to be pro-
jected onto the road network before providing any useful
information. We use a map-matching algorithm proposed
by Yuan et al.[18] which considers both the position context
of GPS points and the road network topology. Once the tra-
jectory points p;’s are mapped to the road network, the
travel speed of each point v;, as well as the mean ; and
standard deviation d, of travel speed on a road can be com-
puted as

_ Dist(p;.l,pa.l)

= 1)
|pi+1.t — p1.t|
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Fig. 3. Map-matching and speed computation.
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where Dist calculates the road network distance between
the two points p; and p;;1, and [, t is the location and time-
stamp of a data point p. The map-matching and speed com-
putation are illustrated in Fig. 3. The value of ¢; and d, for
roads covered with reasonable amount of GPS trajectories
can be directly obtained. For roads covered with no or insuf-
ficient GPS trajectories, we use a travel speed estimation
model to infer the speed information.

3.2 Urban Context Extraction

This subcomponent extracts two classes of urban context
features from multiple data sources: 1) physical features of
the road and network; and 2) historical traffic patterns to
facilitate travel speed estimation.

Physical Features. The physical features of a road segment
r consists of three parts: 1) road features f,, including attri-
bute information of length, class, direction, speed limit,
number of lanes, and number of connections, etc. All the
roads are further classified into three groups based on speed
limit: highway (70-120 km /h), major road (50-60 km/h) and
small roads (30-40 km/h). 2) POI features f, within 50 meter
radius from 7’s end points (see Fig. 4A). We only considered
the top 10 categories that are located near road segments
most frequently, namely: Schools, Companies & Offices, Banks
& ATMs, Malls & Shopping, Restaurants, Gas stations & Vehicle
services, Parking, Hotels, Residences, Transportation, and Enter-
tainment & Living Services. For each road segment, f, is con-
structed as a ten dimensional vector with each element
corresponds to the number of occurrence for venues of a
particular POI category. 3) Global position feature f,, that
denotes in which part of the 4x4 grids of the city a road seg-
ment belongs, which illustrated in Fig. 4B.

Traffic Patterns. Apart from the static physical features of
road segments, we also construct two matrices M, and M,
calculated from historical trajectories, which represent the
fine and coarse-grained traffic patterns respectively. Specifi-
cally, each column in M, denotes the average traffic
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Fig. 4. Physical feature extraction.
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Fig. 5. Context-aware matrix factorization.

condition (v, d,) on a particular road segment and each row
represents a particular time slot (e.g., 4:00-4:10 pm) calcu-
lated using historical data over a long period (e.g. 2
months). M, is a coarse-grained but denser representation
of traffic patterns, which partition the entire road network
into disjoint cells in a 4x4 grids (see Fig. 4B) instead of a
road segment. Each column of M is the average number of
vehicle traversing a specific grid cell computed based on
data over long period of time, and each row denotes the cor-
responding time slot. M, captures the aggregate level traffic
flow pattern in the city. The similarity between two rows in
the matrices models the correlation between two time slots.
Due to the sparsity of sampled trajectories that covering the
entire network, M,, M, provide important information of
traffic evolution pattern and improve estimation accuracy
of the travel speeds.

3.3 Speed Inference Model

The traffic conditions (v,d,) of road segments that are not
covered by GPS trajectories are inferred using a collabora-
tive matrix factorization approach proposed in Shang et al.
[1]. Matrix factorization is a widely used multivariate analy-
sis technique in recommendation system, computer vision
and other fields, which factorize a matrix into two or more
matrices to learn partially observed object or latent patterns
in the data [19], [20]. As depicted in Fig. 5, we formulate
three matrices X, Y, and Z, where X = [M]||M,] represents
the fine-grained traffic conditions, Y" = [M]||M,] represents
the coarse-grained traffic conditions and Z contains the
physical features of road segments. Specifically, M, and M,
are matrices built from the real-time trajectory data received
from ¢; to t; (e.g., 1-3 pm), where ¢; is the current time slot.
Due to the existence of missing speeds from road segments
not covered by GPS trajectories, the row ¢; of M/ in matrix
X is only partially filled. M, and M are constructed using
historical data in the same time slots, which helps deal with
the data sparsity. The rows in Z denote road segments and
the columns represent different kinds of features. Our goal
is to fill the missing values in M| with the information pro-
vided in M,, Y and Z. This can be achieved by jointly factor-
ize the matrices X, Y and Z as follows:

YaTx (GO X~Tx(RxR";Z~RxF', ()

where T, G, R, and I are the latent factors. X shares latent
factor 7" with Y, which captures the temporal correlation
between the two matrices. X also shares latent factor R with
Z, as they correspond to the same set of roads. After collabo-
rative factorization, we can recover X with the production
of T and (R; R)", and thus obtaining the missing values in
row t; of M, i.e., the unknown speeds in current time slot.
There are two major advantages of the proposed approach.
First, it fuses the information from multiple aspects, i.e.,

Cor}gesled flow regime _.---_ Traffic breakdown
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0 Coongested
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Fig. 6. Q-V diagram and road speed distribution.

spatial and temporal information, fine and coarse-grained
traffic pattern, as well as historical and real-time data. Sec-
ond, it exploits the latent shared factor structure across dif-
ferent data matrices, thereby allows incorporating more
information as well as control during the factorization pro-
cess and results in more accurate speed estimates. The pro-
posed collaborative matrix factorization problem is solved
by minimizing following objective function

1 T2 )\1 0,2

L(T, R, G, F) = ||V = T(G; &) + 5 I1X — T(R: B)"|

A 2 N\ 4
+ 202 - RETP + 2P+ R @
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where || - || denotes the Frobenius norm. The objective func-
tion can be minimized iteratively using gradient descent
algorithm. Detailed discussion on the solution approach can
be found in Shang et al. [1].

4 TRAFFIC VOLUME ESTIMATION

4.1 Traffic Flow Feature Extraction

GPS trajectories contain rich information about the traffic
flow related features that encode the flow-speed relation-
ship. We extract two types of traffic flow features from GPS
trajectories based on the prior knowledge of traffic flow the-
ory, namely 1) the speed distribution class 6, and speed
parameters that characterize the Q-V diagram.

4.1.1 Identify Road Speed Distribution Classes

The speed distribution of a road segment reflects important
information about the shape of Q-V diagram. For instance,
traffic flow studies show that there exists an unstable phase
transition state referred as traffic breakdown in real world
traffic, which separates the free flow and congested flow
regime [8]. When reflected in the speed distribution of a
road, the traffic breakdown will lead to a low probability
density region as illustrated in Fig. 6. This indicates that
speed distributions of roads reveal important information
which is useful to characterize the flow-speed relationship
of a road segment, such as when traffic breakdown occurs
and the possible ranges of free flow/congested flow regime.
Moreover, the classes obtained by clustering road speed
distributions can be perceived as a means to summarize
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Fig. 7. Exemplars found by affinity propagation clustering.

additional information from historical vehicle trajectories
and reflect the possible average congestion level of a partic-
ular road segment.

To construct the speed distribution, we only extract a sin-
gle speed value from each vehicle trajectory that corre-
sponds to the middle section of the road. This is to remove
the potential impact from the upstream and downstream
traffic signals. As reported in [21], the FDs obtained using
data collected from sensors located in the middle section of
a road are often cleaner and well-behaved, whereas using
data from the sensors near downstream intersection often
produce noisy FDs or do not exhibits clear pattern. The
extracted sample speeds are then compiled into a sample
speed set S, for each road r and used to construct the empir-
ical speed distributions P,(v) for roads covered by at least
20 trajectories.

We use the affinity propagation clustering [22] to cluster
speed distributions of each road group into a set of road
speed distribution classes 6,. Choosing affinity propagation
clustering is mainly due to its capability of working under
flexible distance measures and does not need to predeter-
mine the number of clusters. Jensen-Shannon divergence is
used as the distance metric for any pair of road speed distri-
butions, which is commonly used in clustering probability
distributions

! P+P\ 1 P+ P,
dwt“zﬁD(BHTJ)+§D<P7H : "), &)

where D(P||Q) is the Kullback-Leibler divergence. Fig. 7
shows the speed distributions of the exemplars (clustering
centers in affinity propagation clustering) obtained after
clustering. The results show that road Group 1 (highway)
can be clustered into four classes, and both Group 2 (major
road) and 3 (small road) can be clustered into three classes.

4.1.2 Extract FD Speed Parameters

As discussed previously, the speed distribution of a road
encodes important information about the shape of Q-V dia-
gram, which makes it possible to infer FD related parame-
ters, specifically, the critical speed v, and the free flow speed
Up,. While the free flow speed of a road r can be easily esti-
mated as v,, = maz{v € S, r.lim}, (r.lim is the speed limit),
the estimation of critical speed v, is less straightforward.
From the empirical observations of the traffic breakdown
and its associated low probability density region, the critical

B) Group 2: major road (60, 50km/h)

C) Group 3: small road (40, 30km/h)

speed value v, can be estimated as the partition point that
separates the free flow and congested flow regime. Several
empirical studies have shown the validity of using conven-
tional clustering approach (e.g., K-means) on traffic speed
and volume data to classify the free flow and congested
flow regimes of the traffic [23], [24], [25]. Inspired by the
special properties of Q-V diagram as well as the insights
from previous studies, we use K-means to clustering the
speed data in S, for each road r with at least 20 sampled
speed into classes of free flow regime C/.. and congested
flow regime Ci 4. In addition, we pre-label speed data
with value smaller than 0.1v,, as class Cigese and speed
data with value greater than 0.9v,, as class C/,.. (illustrated
in Fig. 6). The pre-labeled speed data do not change class
label during K-means update and thus ensure consistent
clustering results for all roads. Finally, the critical speed v,
is estimated as 0.5 X (maz{v € Ceongest } + min{v € Chec}).
Fig. 8 shows the K-means clustering results for two repre-
sentative Group 1 (N. 4th Ring Rd. W.) and Group 2 (Zhong
Guan Cun East Rd.) roads of Beijing. The solid lines in the
two figures represent the empirical speed probability distri-
bution functions (speed pdf) of the two roads. The red and
blue dots are sample speeds that correspond to congested
and free flow regime. It clearly shows the existence of the
low probability density region due to traffic breakdown,
and the effectiveness of the clustering scheme in finding the
partition point (v.) of free flow and congestion flow regime.

4.1.3 Infer Missing Traffic Flow Features

The speed distribution classes 6, and FD speed parameters
Ve, Uy, are obtained only for roads covered by at least 20
vehicle trajectories. This only accounts for a fraction of
roads in the network (61 percent given the GPS trajectory
dataset used in this study). The missing traffic flow features
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Free flow

Capacity speed
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0.06

0.1 e e e

Speed pdf
Congested flow
Free flow

Capacity speed

Probability
Probability
°

s

Speed limit = 80km/h

0 5 10 15 20 25 30 3. 0 5 10 15 20
Speed (m/s) Speed (m/s)
A) Group 1: N. 4th Ring Rd. W B) Group 2: Zhong Guan Cun East Rd.

Fig. 8. K-means clustering results for two representative roads.
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B) Graphical structure for Group 3 roads

Fig. 9. The proposed Bayesian network structures.

for the rest of the roads need to be inferred. We use a simple
user-based K-nearest neighbor (KNN) algorithm to infer the
missing traffic flow features. The physical features associ-
ated with each road are used as the features to run the user-
based KNN algorithm, including the road features f. and
POI features f,. Since these features involves both numeri-
cal and unordered categorical variables, the Heterogeneous
euclidean-Overlap Metric (HEOM) [26] is used to correctly
characterize the distance between two data records. The
HEOM between two data records R; and R; (R; = (f7,

AN AN
', f7)") is computed as follows:
da( 1) overlap,(z,y) if feature a is categorical
l” = . . . .
Y diff,(z,y) if feature a is numerical
0 fe=y
overlap, (¢, y) = 1 otherwise
. |z —yl
diff (o) =
a

HEOM(R;,R;) = i da(Rilal, Rj[a])*.
a=1
(6)

After obtain the K-nearest neighbors for roads with missing
traffic flow features, v.,v,, are inferred as the mean values
from the nearest neighbors; and the speed distribution class
0, is obtained as the maximum vote from the nearest
neighbors.

4.2 Learning Volume Related High Level Feature

Given the intrinsic relationship among traffic speed, volume
and density that captured in FD, a natural choice for traffic
volume estimation is to characterize and utilize the functional
form of FD. However, this approach is very problematic. First,
the fundamental diagrams need to be calibrated for each indi-
vidual road in order to produce accurate estimates. This
requires sufficient amount of traffic volume data from each
road segment for training, which is costly and impractical.

Second, FD is observed and derived for traffic under no or
low level of environmental disturbance, e.g., traffic on high-
ways and major arterials, while FDs on small streets are either
noisy or fail to capture any clear pattern. Hence a more scal-
able unsupervised approach needs to be developed to learn
the underlying relationship between traffic speed and vol-
ume, as well as other potential impacting factors. We propose
two unsupervised graphical model for different groups of
roads based on partially observed Bayesian networks to learn
the relationship between the volume related high level feature
N, and other relevant features. The traffic volume can then be
predicted by re-interpreting N, using a small amount of train-
ing data with ground truth traffic volume.

To fully incorporate the explicit shape of the Q-V dia-
gram, we introduce following transformation to obtain the
mean and standard deviation of a derived feature, referred
as road utilization (\) for each road segment. The idea of
introducing A is based on the fact that Q-V diagrams for
higher level of roads (highways and major roads) can often
be well approximated as a triangular shape using following
linear function (illustrated as the red line in Fig. 1 C)

G 0<v<w
q. - max{-2=" 0} v <v<w @
c c > U X Un-

Vm—¢ ’

q%qcv\(’v)—{

The road utilization A approximates on what level the road
is utilizing its total volume capacity, and explicitly encodes
the shape of the Q-V diagram thereby providing extra infor-
mation for volume estimation. Given the estimated mean
and standard deviation (9, d,) of speeds from the TSE com-
ponent, the mean (V) and standard deviation (d)) of A can
be easily derived as

5 v/v, 0<v<w,
O max{==2 0} v < v <y,
(8)
0<v<w,.

dy /v,
dy = { dy

U —Ue Ve S v S Um.

Fig. 9 presents the structures of the Bayesian network for
Group 1&2 (Fig. 9 A) and Group 3 roads (Fig. 9 B). The
shaded nodes represent hidden variables and the blank
nodes denote observed variables. For each road group, we
train a separate Bayesian network model using data of all
road segments in this group. The proposed network struc-
tures are obtained after testing a series of structures con-
structed using the prior knowledge of traffic flow. The final
network structure for each road group is selected as the one
that yields the highest estimation accuracy. The results
show that the dependency structure among the volume
related feature N, and other contributing features are quite
different for Group 1&2 roads and Group 3 roads.

For higher level roads (Group 1 and 2), the Q-V diagrams
are often well-behaved due to less disturbance from the
nearby urban environment. As a result, it is observed that
when incorporating features such as A, d, that encode the
explicit shape of the Q-V diagram, better results are obtained.
As expected, the POI related features are found not having
significant impact on traffic volume and absent in the model
due to higher level of access control and traffic separation for
higher level roads. More specifically, the volume related high
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level feature N, of a road segment is influenced by five major
factors, including the capacity volume ¢. (hidden, determined
by the road speed distribution class 6, and road length f,,),
weather condition w, corresponding time slot ¢, the number of
observed sample vehicles in the time slot /V;, and the mean
road utilization level of its most congested upstream road A;s
(obtained as the ) value from the upstream road that has the
same or higher road level and the lowest average speed). On
the other hand, N, influences the mean road utilization level
of its most congested downstream road segment Ap, and co-
determines the mean of the road utilization level A with the
capacity volume g..

For lower level roads (Group 3), as the FD may be more
noisy or no longer exist, using the derived road utilization
features (), d)) that encode explicit shape of Q-V diagram
lead to inferior results. However, directly using the FD
speed parameters v, v, still improves the estimation accu-
racy. Moreover, more factors are observed to involve in the
dependency structure in determining N,, notably the sur-
rounding POIs « which is influenced by the POI feature f,
as well as the total number of POIs N,,. For Group 3 roads,
the capacity volume g, is influenced by not only 0,, and f,;,
but also the surrounding POIs «. N, is influenced by almost
the same set of features (the mean road utilization level of
most congested upstream road Ay is now its mean speed
vy), but influences the mean and standard deviation of the
road speed v, d,, as well as the mean speed of the most con-
gested downstream road vp.

All the variables used in the Bayesian networks are discre-
tized to reduce computation complexity while maintaining
reasonable resolution of the data. The variables are discre-
tized either based on common knowledge or into categories
representing intervals that contain equal proportion of data.
For example, ) is discretized into five categories, i.e., [0,0.2],
[0.2,0.4], [0.4,0.6], [0.6,0.8], [0.8, 1], while the speed variables
U, d,, v. and vy, are discretized into K ordered categories
with each contains 1/K proportion of data. Moreover, N, is
set to have five categories and its value for each instance will
be inferred from the Bayesian network.

Due to the existence of hidden nodes, the conditional
probabilities of hidden nodes H = {¢., N,,a} cannot be
drawn by counting the occurrence of each condition. The
Expectation-Maximization (EM) algorithm is hence used to
learn the proposed Bayesian networks. Denote O as the set
of observed nodes, Pa(v) is the predecessors of node v. The
algorithm for learning the Bayesian network parameters
(conditional probabilities P(v|Pa(v))) is presented below:

The algorithm starts by randomly initializing the parame-
ters. The first part of the main loop (Line 3-10) is the E-step,
which uses simple Bayesian rule to compute the joint proba-
bility P(h,e) for each possible set of values h for hidden
nodes using the evidence e from the observed nodes. The
hidden values h can then be inferred as the set of values h
produces the maximum conditional probability P(hle).
Hence the E-step is actually an inference process. In M-step
(Line 11-14), the algorithm updates the conditional probabil-
ity P(v|Pa(v)) for each node using the inferred results. The
two steps keep iterating until the parameters converge. Once
the Bayesian network are properly learned, the volume
related high level feature NV, for each instance can be inferred
by just using the E-step of Algorithm 1, which will be a

probability distribution over five discrete categories. It will
be then re-interpreted into the predicted volume using a re-
interpretation model described in the following section.

Algorithm 1. Parameter Learning for the Partially
Observed Bayesian Networks

Input: Bayesian network structure; observed evidence £
Output: P(v|Pa(v)) of each node

1: Randomly initialize P(v|Pa(v)) for each node v

2: while P(v|Pa(v)) does not converge do

3: foreach evidence e € E from observed nodes O do
4: foreach values h for v € H do
5: Plh,€) — Ten PO1Pa() T saco
6: P(u|Pa(u))
7: end
8: foreach instance values h for v € H do
9 P(hle) — P(h,e)] 3, P(h,e)
10: end
11: end
12: foreach node v do
13: p < the occurrences of (v, Pa(v))
14: P(v|Pa(v)) < p/ the occurrences of Pa(v)
15: end
16: end

17: return P(v|Pa(v))

4.3 Traffic Volume Re-Interpretation

As N, is learned from a completely unsupervised process,
there is no concrete link between the categories of N, and the
actual volume categories, i.e., intervals of the actual traffic vol-
ume. Without certain interpretation, the physical meaning of
N, cannot be established. Shang et al. [1] proposed a volume
estimation scheme to map the Bayesian network inference
results to traffic volumes based on the normal distribution
assumption. This scheme first fits the ground truth volume
data into normal distributions f(x; u, o), then assumes each
N, category corresponds to ordered volume intervals with
the equal probability of 0.2, and finally predicts the volume ¢
by solving P(N, € ¢) = [ f(x;u,0)dz/0.2, where m is the
lower bound of the volume interval that correspond to the N,
category ¢ with largest probability. This scheme has several
flaws. First, the normal distribution over-approximate the
actual traffic volume distribution, which is inaccurate. Sec-
ond, the assumption of ordered actual volume intervals with
equal probability in Shang et al.’s scheme lacks theoretical
support. As the volume related high level feature N, are
essentially learned as state labels, which does not preserve
any inherent ordering nor equal marginal probability.

To addresses the drawbacks in Shang et al.’s scheme, we
propose a new traffic volume re-interpretation model for-
mulated as a bi-level optimization problem to re-interpret
N, using a small amount of ground truth volume data. The
proposed model utilizes the empirical traffic volume distri-
bution, and removes the assumption of ordered volume
intervals and equal marginal probability of each N, states.

We begin by perceiving the inferred results of IV,, i.e., the
probability distribution over five NN, categories as the mem-
bership probabilities PNe = (p)*, py*, ..., p}*) correspond
to five unknown volume categories defined over ordered
disjoint intervals A;:[0,a1], As:ar,as],..., As:las, as]. Let
Gice N, —» I € {A1,Ay,..., A5} be a one-to-one mapping
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function from the IV, categories to the actual volume catego-
ries. Our goal is to infer the mapping function G and the
interval boundaries a;’s for each actual volume category.

To uncover the predicted volume value g, we assume
q€ Ay =lag 1,04, for ¢={i:max{p,,i=1,...,5}} and
G(c) = s, which means the predicted volume stays in the
actual volume interval with the largest membership proba-

and

bility. Furthermore, denote Pr =3 () -sio1. .5 ple

.....

and smaller than the values in interval A, = [as_1,a4]. If
Pr > P, then it is reasonable to believe ¢ should take
larger values in A;, as ¢ has larger membership weight on
intervals with higher volumes; similarly ¢ should take
smaller values if Pz < Py.ldeally, if P = Pr, which means
the predicted volume ¢ is not impacted by both sides of the
volume intervals, hence ¢= Elglq € A, = [ Z’il xfe(x)dx,
where f.(z) denotes the empirical probability distribution
of traffic volume obtained using ground truth volume data
from a particular road group. According to above assump-
tions, we develop following procedure to predict volume g.
Let P Dbe the conditional cumulative probability
that corresponds to E[q|q € A;] for interval A, ie, P" =
fE[q\qéAs]

as—1

Je(z|z € Ay)dr. Then the conditional cumulative

probability P of g€ A, can be modeled as following
weighted averages

Na

Ps . pm |Pr—Pp| . 3
5 inry L Ty O W2 PR
pP= 9
P;Vu m |Pr—Pr| 1 f P P
Neop_pl 's N p—pi | i r < Fg,
Ps PP | Ps P =P
or equivalently,
s m if PL > PB

Ps "HPT*PLJ s

No
___DPs (1= pm
R +)

P= (10)

if P, < Pg.

The traffic volume ¢ can hence be predicted as the value that
solves following equation

. q 55—1 fe(‘r)dx
P= /as—1 felz|z € Ay)dx = 7fas (o)

Gs—1

(11)

It can be observed that following this construction, the pre-
dicted volume ¢ = FElglq€ A;] if Pp,=Pr q— a1 if
P, > Prand q— ag if P, < Pg.

The mapping function G and the interval boundaries
a1, as,a3,ay (a5 is set to be the maximum volume from the
ground truth data) can be inferred by minimizing the squared
error between the ground truth volume ¢ of instance n in the
training set Dy, and the predicted volume ¢,, which is mod-
eled as following bi-level optimization problem

|Dt7'| 9
. . P
min min E (¢% — q)

G a4 o

(12)
st.0<ap < ay < ag < ag < as.

Note that the computation of the predicted volume ¢,
using Equation (11) involves evaluating the empirical distri-
bution of volume, hence forbids the use of gradient-based

TABLE 1
Statistics of Road with Mapped Trajectories

Road group Group 1 Group 2 Group 3
Speed limit(km/h) 70-120 50-60 30-40

# segments 5,298 31,600 63,062
Total length (km) 1,450 3,991 6,934
% covered /interval 71.3% 63.1% 37.6%

# travels/interval 13.88 5.96 3.72

optimization algorithms. However, as the inner-level prob-
lem is a simple least squared error problem involving only
four variables (ai,as, as, as), it can be easily solved using
existing derivative-free optimization algorithms. We use the
pattern-search method to efficiently solve the inner-level
problem. Pattern-search is a type of direct-search methods,
which is applicable to objective functions that are not con-
tinuous or differentiable and enjoys global convergence as
proved in [27]. For the outer-level problem, note that the
mapping function G is essentially a vector generated by the
permutation of {1, 2, 3, 4, 5}. Since there are only 120 possi-
ble arrangements for the permutation of {1, 2, 3, 4, 5} and
the inner-level problem can be solved efficiently, we use the
brutal force method to try all the possible G vectors in order
to guarantee the result is global optimal. Finally, once the
mapping function G and the interval boundaries ay, ..., a4
are learned, the predicted traffic volume can be efficiently
computed using Equations (10) and (11).

5 EXPERIMENTS

5.1 Datasets

Road Network. The road network of Beijing is used in this
study, which comprises of 186,266 nodes and 249,080 edges.
The road network covers a 40x50 km area with a total length
(of road segments) of 25,651 km. After filtering some very
small road segments, we obtain 99,960 edges. All roads are
divided into three road groups according to the speed limit,
namely highway (70-120 km/h), major road (50-60 km/h)
and small road (30-40 km/h). Road segments that have speed
limit lower than 30km/h are removed from this study, since
they mainly correspond to tiny or unpaved roads, which does
not have a lot of value for traffic volume estimation.

POI Data. This dataset consists of 273,165 POls of Beijing,
which are classified into 195 tier two categories. We only
choose use the top 10 categories that are located nearby
road segments most frequently (see Section 3.2).

GPS Trajectories. We use a GPS trajectory dataset gener-
ated by 33,000 Beijing taxis over a period of 118 days. The
total number of GPS points in the dataset is 716,019,905, and
the total length of the trajectories is over 651,453,863 km.
The average sampling rate is 49.9 seconds per point. After
projecting the trajectories onto the road network, we come
up with the statistics shown in Table 1. “% covered/inter-
val” denotes the proportion of road segments traveled by at
least one taxi in a given 30 min time interval (we partition
the entire day into 30 min intervals to summarize the data).
The last row of Table 1 presents the average number of tra-
verses by taxis in a time interval.

Weather Conditions. We also collected the weather data
to incorporate the impacts from weather conditions.The
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TABLE 2
Ground Truth Data Collected for Evaluation

TABLE 3
Results for Traffic Flow Feature Inference

Time 6:00-10:00 10:00-16:00  16:00-20:00 after 20:00
Group 1 2 3 1 2 3 1 2 3 1 2 3

Holi. 89 123 80 185 248 194 163 201 148 70 90 70 1,661
Work. 209 204 199 379 408 373 330 380 336 165 170 166 3,319

Total 904 1,787 1,558 731 4,980

total

weather data are compiled into a binary feature for each
time slot, with 0 represents normal weather condition (no
rain or only light rain), and 1 indicates severe weather con-
dition (heavy rain).

Ground Truth Data. We recorded 4,980 videos clips with
each has 5 min in length on all groups of roads (262 roads
in total) over a period of 29 days (2015/6/2-6/30). The
ground truth road speeds are also recorded as the aver-
age of five sample vehicle speeds measured by a laser
speed gun during the 5 min period. We manually count
the number of vehicles traversing the road segments by
inspecting the videos clips. The summary statistics of
the collected ground truth data are presented in Table 2,
in which “Holi” and “Work” correspond to the number
of video clips collected on holidays and workdays
respectively.

5.2 Settings

As the speed inference model in Section 3.3 has already
been tested in a previous study [1], we focus on evaluating
the volume estimation component developed in this paper.

We set the time slot length as 10 minutes in our experi-
ments. The ground truth volume data are converted into the
number of vehicles per minute per lane to allow for consis-
tent evaluation across different groups of roads. The Bayes-
ian networks presented in Fig. 9 are obtained after testing
46 possible network structures and their variants (changes
by adding or moving a node or edge). The final network
structures are selected as the ones that result in highest esti-
mation accuracy. We also tested a dynamic extension of the
proposed Bayesian network model. The experiments show
that the dynamic model does not provide noticeable accu-
racy improvement and needs much longer computation
time in learning and inference. Hence we keep using the
static Bayesian network for our experiment. When evaluat-
ing the traffic volume re-interpretation model, we randomly
partition the ground truth volume data into 50 percent
training data to train the model and the rest 50 percent of
data for evaluation.

We use the mean absolute error (MAE) and mean rela-
tive error (MRE) to evaluate the performance of each
component in the proposed framework, which are calcu-
lated as follows:

n

U 1) (9
where y; is the ground truth value for record i and g is the
predicted values; n is the total number of records in the test-
ing set.

Accuracy of 6, for each road group

Road group  KNN SVM MLR RF GTB
1 73.32% 41.71% 63.32% 69.83% 69.43%
2 65.99% 42.34% 55.65% 55.02% 57.46%
3 64.23% 45.27% 58.18% 59.82%  60.24%
MRE of v, v, for all road groups
MRE KNN RR BRR RFR GBTR
Ve 14.24% 1651% 16.42% 14.74% 16.23%
U 2.94% 3.01% 2.99% 2.47% 2.87%

5.3 Evaluation on the Traffic Flow Feature Inference
Extracting the traffic flow features, i.e., 6, v., v, requires
the road to be covered by reasonable amount of vehicle tra-
jectories (> 20). Only 61 percent of roads are covered by suf-
ficient amount of vehicle trajectories using the GPS trajectory
dataset, and the traffic flow features for the rest of the roads
need to be inferred using the user-based KNN algorithm pre-
sented in Section 4.1.3. We test the performance of the user-
based KNN algorithm against a set of supervised learning
methods using the data from the 61 percent of roads covered
by sufficient amount of vehicle trajectories. For the speed dis-
tribution classes 05,, we compare the user-based KNN algo-
rithm against four widely used multi-class classification
methods, including support vector machine (SVM), multi-
class logistic regression (MLR), random forest (RF) and gra-
dient tree boosting (GTB). For the FD speed parameters
Ve, Uy, four regression methods are tested, namely ridge
regression (RR), Bayesian ridge regression (BRR), random
forest regressor (RFR) and gradient tree boosting regressor
(GTBR). Table 3 presents the 10-fold cross-validation results
of the inference quality for the traffic flow features. Specifi-
cally, we compute the accuracy of 6, for each road group,
and MRE of v, vy, for all road groups.

The results show that the user-based KNN algorithm
outperforms the tested supervised learning methods in
almost all the cases. The only exception is the v,,, in which
the user-based KNN algorithm yields an MRE that is only
0.47 percent higher compared with random forest regressor.
The relatively good performance of the user-based KNN
algorithm is due to the use of the Heterogeneous euclidean-
Overlap Metric, which correctly captures the dissimilarity
between both numerical and unordered categorical varia-
bles. It should also be noted that the user-based KNN algo-
rithm allows inferring 6y, v., v, at the same time, which is
more effective compared with using more complex super-
vised classification algorithms for 6, and regression algo-
rithms for v, v,,.

The user-based KNN algorithm can effectively infer the
critical speed v. with MRE less than 15 percent, and
achieves very high accuracy in inferring the free flow speed
vy (MRE < 3 percent). For speed distribution classes, road
Group 1 has the highest accuracy of 73.32 percent while
Group 2 and 3 roads have relatively larger error with accu-
racy around 65 percent. This is expected, as the speed distri-
butions for highways usually demonstrates more regular
patterns and fit better with the theoretical prediction of FD.
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Fig. 10. Training results of the volume re-interpretation model.

While on lower level of roads, the traffic patterns are more
chaotic and lead to higher level of error in the inference
results of 0,,. Another important factor that contributes to
the error is the limited road features available. The inference
accuracy can be further improved if a more comprehensive
urban context dataset is used. Due to the relatively lower
accuracy for Group 2 and 3 roads, we have tested in TVE by
using 6, as a hidden node. However, the results show that
using 6, as an observed node can greatly improve the esti-
mation accuracy thanks to the extra road speed distribution
information.

5.4 Evaluation on TVE
5.4.1 Results for Traffic Volume Re-Interpretation

Fig. 10 presents the results of the traffic volume re-interpre-
tation model. The actual volume interval boundaries

ai,...,as; and the mapping function G are obtained by solv-
ing the bi-level optimization problem defined in Equa-
tion (12). The volume interval boundaries aq, as, ..., as; are
indicated as the dotted line in Fig. 10, and the mapping
function G is presented as the category numbers of the vol-
ume related high level feature N, in the circles.

The results clearly show that the categories of IV, do not
correspond to ordered actual volume intervals. This is intui-
tive, as N, is inferred from a completely unsupervised pro-
cess, there is no prior information to establish the mapping
between N, categories and the actual volume intervals. It is
also observed that some N, categories (e.g., Category 1 and
4 for Group 1 roads; Category 1, 2 and 4 for Group 2 roads;
Category 2, 3 and 5 for Group 3 roads) correspond to very
small and similar volume intervals, which means these cate-
gories of NN, all represent similar or possibly overlapping
traffic volume conditions. As we enforce non-overlapping
volume intervals in our volume re-interpretation model to
reduce modeling complexity, such categories that reflect
similar traffic volume conditions will result in consecutive
small intervals as shown in Fig. 10.

Using the same set of training and testing data, we com-
pare the volume re-interpretation model with four baseline
methods: linear regression, Bayesian ridge regression,
regression using random forest and the volume re-interpre-
tation scheme used in Shang et al. [1] (described in Section
4.3). For all the four baseline methods, we use the volume
related high level feature N, (probability distribution over
five categories) learned from the Bayesian network as input
to predict the actual traffic volume. Furthermore, we con-
ducted two additional tests, which apply the volume re-
interpretation model as well as the volume estimation
scheme in Shang et al. [1] on the Bayesian network structure
used in Shang et al. These two tests are designed to evaluate
the performance of the proposed Bayesian network struc-
ture compared with the one used in Shang et al. [1].

The testing results of the volume re-interpretation model
and the baseline methods are presented in Table 4. The
results show that the volume re-interpretation model with
the proposed Bayesian network structure achieves the best
performance in almost all road groups. The only exception
is for Group 3 small roads, where regression using random
forest achieves slightly lower MRE. This is mainly due to
the fact that traffic flow patterns on small roads usually lack
regularity, hence ensemble based approach that involves
multiple classifiers, e.g., regression based on random forest,
tends to perform better. Using the same Bayesian network
structure, the volume re-interpretation model works much

TABLE 4
Performance of the Volume Re-Interpretation Model

Methods Bayesian network Group 1 Group 2 Group 3

structure MAE MRE MAE MRE MAE MRE
Re-interpretation Proposed 4.75 23.6% 3.40 45.5% 1.72 50.0%
Re-interpretation Shang et al. 491 24.3% 3.73 48.1% 1.96 54.9%
Shang et al. Proposed 5.75 28.5% 4.42 58.2% 2.25 68.0%
Shang et al. Shang et al. 6.24 30.8% 4.57 60.5% 2.28 68.8%
Linear regression - 4.99 25.1% 3.79 52.0% 1.90 54.4%
Bayesian ridge - 5.02 25.3% 3.82 52.4% 191 54.7%
Random forest - 4.88 24.6% 3.62 49.8% 1.72 49.8%




282 IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, VOL.29, NO.2, FEBRUARY 2017

TABLE 5
Overall Performance of TVE

Methods MAE MRE Time (us/r)
TVE 3.32 32.2% 160.5
TVE w/o d, 3.65 35.3% 157.2
TVE w/ow 3.67 35.4% 129.3
LR 3.57 34.4% 0.15
FD-Ind 2.46 21.4% 0.13
FD-Ind-hal f 2.95 25.7% 0.13
FD-All 4.10 37.7% 0.13
FD-G12 21.3 290.4% 0.13

better than the scheme used in Shang et al. [1]. The method
used in Shang et al. yields larger error mainly due to the
over approximation of the volume distribution using nor-
mal distribution, and the assumption of ordered actual
volume intervals with equal probability. The results also
show that the proposed Bayesian network structure
achieves lower MAE and MRE in all the road groups com-
pared with the one used in Shang et al. [1]. This is mainly
due to the use of the traffic flow related features as well as
more accurate characterization of the relationship among
the impacting factors.

It is observed in Table 4 that the proposed model
achieves the highest accuracy for Group 1 roads. The
MRE of which is only 23.6 percent. This is primarily due
to the well-behaved FD and higher level of regularity in
traffic volume-speed relationship for these roads. The
model yields relatively lower accuracy for Group 3 roads
(MRE = 50.0 percent). This is as expected, as the FD for
small roads are often more noisy compared with higher
level roads. Moreover, as reported in Table 1, only
37.6 percent of road segments are covered by at least one
taxi in 30 min time intervals, which is much lower com-
pared with the other two groups. This leads to even less
information available from trajectories. Furthermore, the
inaccuracies in the traffic flow feature inference for road
segments with insufficient coverage of vehicle trajectories
(Table 3) may also produce erroneous inference for some
road segments. All these factors lead to extra inaccuracies
in the extracted traffic flow features (0, v., v,) and even-
tually causing higher level of error in the volume esti-
mates. Using a larger trajectory dataset covering a longer
time period (currently we used a trajectory dataset of 118
days) will remedy the inaccuracy caused by the data spar-
sity problem and can potentially improve the traffic esti-
mation quality for all road groups in the model.

5.4.2 Overall Performance

Table 5 presents the overall performance of TVE on the test-
ing set of all road groups. We compare TVE with seven
baselines: we first tested removing the standard deviation
of speed d, as well as the weather condition w from the
Bayesian networks in TVE, denoted as TVE w/o d, and TVE
w/o w respectively. We also compared the TVE with other
existing methods, including using the linear regression
(LR) and fundamental diagram.

The results show that TVE outperforms the ones that
removing the standard deviation of the speed d, or weather
condition w. This is intuitive, as the standard deviation of

speed provides extra information about the traffic condi-
tions. It is also known that severe weather conditions, e.g.,
heavy rain or snow, will cause slower traffic thereby lead to
smaller traffic volume. Hence including d, and w in the
Bayesian network help to improve the inference accuracy.

We also compare TVE with two conventional
approaches, which are linear regression and infer volume
through calibrated fundamental diagrams, specifically, the
Q-V diagram of FD. For LR, we use the same set of training
and testing data for evaluation. The results show that the
TVE outperforms the simple linear regression with lower
MAE and MRE, which shows the benefit of incorporating
the prior knowledge of traffic flow theories. For the tests
using FD, we use the classic flow-speed function proposed
by Greenshields [7] to estimate traffic volume. As FD is
impacted by a lot of factors and the FD parameters can be
drastically different across road segments, thus FD needs to
be trained separately for each road segment. We consider
four different settings. In the first setting, we select five road
segments for each road group that have largest amount of
ground truth volume and speed data (number of ground
truth data records ranging from 28-36 for each road). We
separately train the FD for each individual road segment
using half of its ground truth data and test using the
remaining data. The results of the overall MAE and MRE
from the 15 selected road segments with the individually
trained FDs are presented as I'D-Ind in Table 5. We further
test the setting referred as FD-Ind-hal f, which reduces the
training set of the test /'D-Ind to half and use the same test-
ing set. This setting is to evaluate the performance of FD
approach under limited ground truth volume data, as well
as its sensitivity to the size of training data. We also test the
setting that uses all the volume and speed data in the train-
ing set to train the FD for each road group, and the evalua-
tion results is presented as F'D-All. It can be easily observed
that the FD approach yields very accurate volume estima-
tion results if trained and used for each individual road seg-
ment. However, when estimating the FD using data from all
road segments, the performance quickly decreases even the
road segments are from the same road group. Moreover, if
we use the FD parameters learned from the Group 1 roads
to infer the volumes for Group 2 roads (FD-G12), high level
of error is obtained. It is also found that reasonable amount
of training data are required in order to accurately calibrate
the FD for each road, as when reducing the training set to
half (F'D-Ind-half), both MAE and MRE are increased by
0.49 and 4.3 percent respectively. These results show that
FD-based approach is not scalable and cannot be applied
for network-wide traffic volume estimation. On the other
hand, although TVE still needs a small amount of ground
truth data to train the volume re-interpretation model, it is
performed on the global level. Once properly trained, TVE
can be applied to all roads in each road groups.

Table 5 also presents the average inference time for a
single road segment. The experiments are conducted on a
Quad-Core 3.6 GHz CPU and 16 GB RAM server. From
the computation side, TVE is more costly compared with
the inference approach using LR and FD. The largest
amount of inference time is spent on inferring the Bayes-
ian network, while the volume re-interpretation process
can be finished efficiently in 0.11 us. The computation
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TABLE 6
Performance of TVE on Different Days
Group 1 Group 2 Group 3
MAE-Weekday 5.00 3.84 1.99
MRE-Weekday 24.74% 46.9% 52.24%
MAE-Weekend 4.59 3.11 1.52
MRE-Weekend 22.9% 47.7% 52.76%

time can be further improved by implementing a more
efficient inference algorithm for the Bayesian network.
Furthermore, since the volume inference for each road is
independent, the estimation process can run in parallel
on a multi-core machine or a cluster, which can further
reduce the overall computation time.

5.4.3 Temporal Performance

We also explored the temporal performance of TVE in
different types of days and different time periods of the
day. Table 6 presents the MAE and MRE of TVE on week-
days and weekends for each road group. It shows that
TVE has better performance for Group 1 roads on week-
ends. This might due to less congestion on highways on
weekends, which leads to simpler traffic conditions and
more likely to be captured in the dependency structure
learned in the Bayesian network. Also, the MAE values
are consistently lower for all road groups on weekends,
which is mainly due to lower traffic volumes on week-
ends. As for MRE, it is observed that TVE has similar
overall performance for Group 2 and 3 roads regardless
of weekday or weekends.

Fig. 11 provides a more detailed illustration of the rela-
tive temporal performance of TVE. Four time periods are
tested, including 6:00-10:00 (contains morning peak), 10:00-
16:00, 16:00-20:00 (contains evening peak) and after 20:00.
The overall performance of TVE is similar in different time
periods of the day, however, slight differences exist. It is
observed that during the daytime, Group 1 roads have
lower MRE in non-peak hours, e.g., 10:00-16:00 for week-
days and 6:00-10:00 for weekends. This is again due to less
congestion on highways and more regular traffic patterns.
On the other hand, higher MRE values are observed for
Group 2 and 3 roads in 6:00-10:00 for weekends. This
is caused by the limited taxi trajectories covering these
lower level of roads during this time period, causing less or
inaccurate information available for model training and
inference. In addition, higher MRE are found for all road
groups and different types of days at night (after 20:00).
This might be associated with both lower GPS trajectory
coverage as well as the change of drivers’ driving behavior
at night. As drivers tend to drive slower and more cautious
at night, which could lead to potentially different volume-
speed relationship and thus result in higher error in the
volume inference.

6 RELATED WORK
6.1 Traditional Traffic Volume Estimation
Approaches

Traffic volume estimation and prediction are important
engineering problems which are studied by many

07 | I Group 1
I Group 2
05 [_1Group3 —

6:00-10:00 10:00-16:00 16:00-20:00 After 20:00
(a) Weekday
o7 | I Group 1
I Group 2
06| [__]Group3 1 A
6:00-10:00 10:00-16:00 16:00-20:00 After 20:00
(b) Weekend

Fig. 11. Temporal performance of TVE.

researchers. Traditional approaches rely heavily on data
from various fixed road-based sensors, i.e., loop detectors
[2], [3], [4], [5] or surveillance cameras [6]. Since actual
traffic volumes can be directly measured from these sen-
sors, most studies using this type of data mainly focus on
predicting future traffic volume for dedicated roads using
filtering-based algorithms, such as Kalman Filter [3], [5]
and autoregressive integrated moving average (ARIMA)
[28]. The cost associated with installing and maintaining
road-based sensors restricts the applicability of these
approaches only to a small fraction of major road seg-
ments in the network. To fully utilize the road-based sen-
sor data, some researchers use hidden Markov model [29]
to infer traffic volume on unmonitored road segments by
exploiting the network topology and the correlation struc-
ture among roads. However, applying such methods typi-
cally lead to large model with huge number of
parameters, and the model performance is still greatly
impacted by the network coverage of the road-based sen-
sors. Despite the studies that use direct traffic volume
measures, another stream of research utilizes indirect traf-
fic state measures, e.g., traffic density or speed, to esti-
mate traffic volume using fundamental diagrams of
traffic flow [2], [7], [8], [14]. This approach exploits the
underlying relationship between traffic volume, density
and speed to perform estimation. The major drawback of
FD based approach is the need for sufficient amount of
ground truth data for each road segment during the cali-
bration phase, which is not scalable for -citywide
applications.

6.2 Traffic Volume Estimation Using

Mobile Sensor Data
In recent years, many researchers have turned to using
emerging spatiotemporal data generated from various
mobile sensors to estimate citywide traffic volume. The data
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sources include: cellular record data, social media data
and GPS trajectory data from probe vehicles (e.g.,, GPS
equipped taxis and floating cars). The dynamic nature and
network-wide coverage offer mobile sensor data unmatch-
able benefit in traffic modeling over traditional fixed sensor
data. Several researchers have explored the possibility of
using mobile phone [12] and social media data [10] in traffic
volume estimation. However, as these data are indirect
approximations to real world traffic, only coarse-grained
estimates of traffic volume can be obtained, such as region
level volume [12] or congestion condition [10].

In contrast, probe vehicle data attract more attention of
researchers, as probe vehicles can serve as dynamic
probes in actual traffic flow. However, as probe vehicles
only account for a small fraction of the actual traffic, seri-
ous data sparsity issue emerges. Early studies address the
data sparsity issue by using interpolation-based methods,
such as Kriging [13] for unmonitored road segments.
Some researchers also explored combining both probe
vehicle data and loop detector data in traffic volume esti-
mation [11]. The traffic volume is estimated by utilizing
the correlation structure captured in a regression model
constructed using both data sources. However, as loop
detector data play an important role in the model train-
ing, hence this approach is not fully scalable. Other stud-
ies [1], [14] take an alternative approach, which first infer
network-wide speeds, and then estimate traffic volume
by exploiting the underlying relationship between traffic
volume and speed. Estimating network-wide traffic speed
using probe vehicle data has been shown to be a rela-
tively easier problem compared with volume estimation
and has been explored in a large number of studies [15],
[16], [17], [30], [31]. This study follows the similar alterna-
tive approach. Moreover, we proposed new methods to
incorporate well-established traffic flow theories in fea-
ture extraction and model construction in addition to
mining large-scale GPS trajectory data, which provide
extra prior knowledge of traffic flow condition and help
to improve estimation quality.

7 CONCLUSION

We develop a new framework that integrates both highly
scalable machine learning techniques and well-estab-
lished traffic flow theories to estimate the citywide traffic
volume using data from GPS trajectories and several
other sources. We extract a set of traffic flow features
from GPS trajectories based on the traffic flow theory,
which lead to improved estimation quality. The relevant
features that involved in the dependency structure in
determining traffic volume are also investigated using
partially observed Bayesian networks. It is found that
higher level roads (Group 1&2) possesses very different
Bayesian network structure compared with small roads
and impacted by fewer factors. The framework is evalu-
ated using a GPS trajectory dataset from 33,000 Beijing
taxis over a period of 118 days and ground truth volume
data from 4,980 video clips. The results show that the
framework achieves overall MRE of 32.2 percent on all
groups of roads. Moreover, when applied to highways,
the MRE can be as low as 23.6 percent. The evaluation

results show our framework outperforms the baseline
approaches in terms of effectiveness and scalability. Cur-
rently, our framework is less accurate in estimating traffic
volume for lower level roads (MRE=50 percent for Group
3 roads). This is mainly because the traffic on small roads
lacks regularity and the fundamental diagrams for these
roads are usually not well-behaved. Hence the extracted
traffic flow related features are not sufficient to fully cap-
ture the speed-flow relationship. Future work can be
done to explore better methods for lower level roads. It
will also be meaningful to extend the framework by incor-
porate traffic data from existing traffic sensors in the city,
which will further improve the estimation accuracy.
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